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A Per-User QoS Enhancement Strategy via Downlink Cooperative
Transmission Using Distributed Antennas*

Byungseok LEE!, Ju Wook JANGt, Sang-Gyu PARKtt, Nonmembers, and Wonjin SUNGta), Member

SUMMARY In this letter, we address a strategy to enhance the signal-
to-interference plus noise ratio (SINR) of the worst-case user by using co-
operative transmission from a set of geographically separated antennas.
Unlike previously reported schemes which are based on either the power
control of individual antennas or cooperative orthogonal transmission, the
presented strategy utilizes the minimum-mean-squared error (MMSE) fil-
ter structure for beamforming, which provides increased robustness to the
external interference as well as the background noise at the receiver. By
iteratively updating the cooperative transmission beamforming vector and
power control (PC), the balanced SINR is obtained for all users, while the
transmission power from each antenna also converges to within the con-
strained value. It is demonstrated that proposed MMSE beamforming sig-
nificantly outperforms other existing schemes in terms of the achievable
minimum SINR.
key words: beamforming, pOlVer control, SINR balancing, duality

1. Introduction

Among various forms of multi-antenna systems, distributed
mUltiple-input mUltiple-output (MIMO) systems which em-
ploy geometrically separate9 remote antennas (RA) have
been shown to efficiently improve the system performance
by utilizing cooperative transmission among RAs [1], A
joint determination of the power levels and beamforming
vectors is usually desired for the performance optimization,
and different forms of optimization criteria exist depending
on operational goals of the system, The uplink and down-
link duality is a powerful tool in obtaining solutions to joint
PC and bearnforming problems [2], [3].

In this letter, we focus on a cooperative transmission
strategy using distributed RAs such that the minimum SINR
of the users communicating with a given set ofRAs is maxi-
mized, This type of SINR balancing plays an important role
in providing the quality-of-service (QoS) fairness among the
users, In cases when the channel experiences deep fading
for an extended period of time, opportunistic transmission
may lead to the QoS violation, and the short term fairness
cannot be guaranteed, One of the effective solutions to over-
come such situations is performing the PC and beamforming
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based on the SINR optimization, While the downlink SINR
balancing and related problems have been extensively stud-
ied under the constraint of total power requirement [3], the
results do not directly apply to systems with distributed RAs
since each geographically separated antenna operates with
its own power amplifier with individual power constraint. In
order to meet the per-antenna power constraint, zero-forcing
(ZF) cooperative beamforming followed by scaling down of
transmission power has been proposed in [1], Here we ad-
dress the downlink SINR balancing issue as an optimiza-
tion problem and derive the equivalent uplink dual prob-
lem based on the Lagrangian duality theory, to develop an
efficient solution to the problem. In particular, we adopt
an MMSE-based precoder as the cooperative beamformer,
to achieve the enhanced minimum SINR among target re-
ceivers, As the result, the presented minimum SINR distri-
bution outperform those of all previously reported schemes
applied to distributed RAs,

Note that superscripts (y, OH, and (-)1 respectively
denote the transpose, Hermitian transpose, and inverse of
the matrix, Symbol <: denotes the matrix inequality defined
for nonnegative definite matrices,

2. System Model

We consider a downlink multi-user distributed MIMO sys-
tem illustrated in Fig, 1, where N geographically distributed
RAs simultaneously transmit signals to K mobile users,
Each RA is wireline connected to the control center, which
manages coordinated beamforming among RAs, The trans-
mitted signal vector x = [XI, ' , , , XN f from N RAs is of the
form x = If=1 Vkdk where dk is the data symbol for the k-
th user satisfying Eldkl

2 = 1 and Vk = [Ukl", , , UkNf is the

Fig.! Cooperative transmission from distributed remote antennas.
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N x 1 beamforming weight vector for the k-th user. When
the transmission power for the n-th RA is limited within its
maximum value P", the per-antenna power constraints are
given as

EIXnl2 S P", n '= 1,··· ;N.

The received signal for the k-th user can be written as

Yk = hfx + Zb k = 1,··· ,K

where hk = [hkl ... hkN]H represents the Rayleigh flat fading
channel vector from RAs to the k-th user, assumed to be
perfectly known at the transmitter, and Zk is the zero-mean
complex Gaussian noise with variance (T2. Signal model
in (2) can also be generalized to ~ulti-antenna receiver case.
The SINR balancing problem is sated as follows:

max yv,

s.t. Ihfvkl2
2: y, Vk

L,j# IhfVjl2 + (T2

K

and I IUk,,12 s PII, Vn
k=1

where hb Pn, and (T2' are given parameters while Vk and
yare design variables. Equations (3) and (4) respec-
tively are associated with the SINR constraints and the per-
antenna power constraints. The non-convexity of the down-
link SINRs, which are jointly determined by the set of beam-
forming vectors, is one of the factors preventing straightfor-
ward solutions to the problem.

3. SINR Optimization via Lagrangian Duality

In [2], Yu and Lan provided an optimization framework for
the uplink-downlink duality. With similar approach, we
provide a solution to the SINR optimization problem using
such notion of duality. Unlike the derivation in [2], however,
we focus on the SINR optimization problem under the vari-
able SINR constraint and the per-antenna power constraint.
A mathematical expression of the dual uplink problem for

. the downlink SINR optimization is represented 'as follows.

minmax y
Q '"

s.t.

KI AW2 S tr(<1»,
k=1

and tr(Q<1» s tr(<1»

where Ak is the dual variable associated with the SINR con-
straint, and Wk is the dual uplink receiver beamforming vec-
tor fqr the k-th user. Diagonal matrix <1>= diag(P1, ••• , PN)
represents the per-antenna maximum transmit power, and
Q = diag(ql, ... , qN) is the diagonal matrix of dual vari-
ables associated with the per-antenna power constraint in
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(1)

the downlink problem. This dual problem can be interpreted
as an uplink problem where Ak(T2 is the k-th user's transmit
power and Q is the uncertain noise covariance matrix in the
dual uplink. The equivalence between the downlink beam-
forming problem and its dual uplink bearnforming problem
can be shown by the Lagrangian duality theory in convex
optimization, as given in the appendix. Based on the dual
uplink problem, we develop a.J1iterative algorithm to obtain
an efficient solution. The dual problem is quasi-convex and
cOlTesponding design variables are Ab Wk, Q, and y. A num-
ber of design variables can be reduced by the following pro-
cedure. First, optimal solution Wk of the dual problem under
the fixed Ak and Q is designed by the MMSE beamforming
vector. Thus, Wk is represented as

w, = [t,l\'hg + Q<Or h,

(2)

(8)

(3) where superscript I denotes the iteration index. To eliminate
y, (8) is plugged into the SINR constraint of the dual prob-
lem. With some manipulation of the SINR constraint, Ak is
given by(4)

1
Ak = -

(I + Ify)hf(L,J=, Ajlh}17 + Q(ll)hk

and (9) is modified to

* - tr(<1»
Ak = Ak ,\,K ) 2

L... j= I /l jeT

(9)

(10)

wl1ere

(5)

Since Wk and yare eliminated, remaining design variables
are Ak and Q. Equation (9) satisfies the interference function
properties, and the convergence of such functions is guaran-
teed as shown in [3]. Therefore, Ak is converges to a unique
point.

Based on the above procedure, we provide an iterative
algorithm for the dual uplink beamforming problem. We
choose a sequential optimization method such that Ak is op-
timized with fixed Q and vice versa. Ak is found by the
iterative algorithm of (10). To optimize the dual variable
Q, we need an additional mathematical manipulation. The
Lagrangian dual function of Q is concave and its gradient
is -diag(L,k Vk vf - <1». Since the dual variable Q is deter-
mined by L,k vkvf, we need to calculate a set of downlink
beamformer for the gradient. Vk is found by the uplink and
downlink duality in terms of SINR. To utilize the duality, it
is necessary to find the SINR ,at each iteration. The SINR
Yk of k-th user at the l~th iteration is obtained by substituting
(10) into (9) as

r; = [ l,hf (Ef", l\'h ;h7 + Q<Oj:, _ J' (1l)

(6)

(7)
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When both the primal and dual problem obtain the optimal
solution, the SINR constraints for both problems are satis-
fied with equality. In addition, Vk and Wk are scaled versions
pf each other, i.e., Vk = .y6kWk. By substituting .y6kWk
into (3), K'linear equations and their solutions Ok are ob-
tained. With the downlink beamformer Vb we find the gra-
dient of Q and then, Q is updated via a sub-gradient method
[4]. The proposed iterative algorithm is summarized as fol-
lows.

0) Initialize the iteration index I = 0, Q(D), and AiD).
I) Perform the dual uplink power control in (10).
2) Find the uplink MMSE vector in (8) based on th~ dual

uplink power Ak.
3) Compute the optimal SINR in (II).
4) Update the downlink beamformer as Vk = .y6kWk.
5) Update the noise covariance matrix with step size t{ as

6) Set I = I + I and return to Step 1) until the convergence
is obtained.

4. Numerical Results

Performance of the proposed algorithm is evaluated using
the cellular environment witli 7 remote RAs as shown in
Fig. I. A mobile user is generated using the uniform distri-
bution within the "coverage" of each RA station depicted as
a hexagon in the figure. Thus total of 7 users simultaneously
receive signals from 7 RAs over the Rayleigh fading chan-
nel. Lognormal shadowing with standard deviation of 8 dB
is also applied. The RA-to-RA distance is 2 km, and the
pathloss exponent value of 4 is used. The maximum trans-
mit power of each RA is 30 dBm. Several different nciise
levels are used for performance evaluation. The noise level
is adj~sted such that the user located at the coverage bor-
der of an RA (the hexagonal vertex) experiences 0, 10, and
20 dB reference signal-to-noise ratio (SNR) when no fading
or shadowing effects are present. In the projected subgradi-
ent of the numerical algorithm, the step size of 1/ Yi is used
for the l-th iteration. .

"Average convergence behavior is verifiable using the
beamforming vector deviation E[I:k IIvii) -vkOP1)IiJ represent-
ing the norm of average difference between the beamform-
ing vector at the /-th iteration step and the optimal value,
shown in Fig. 2. The curves are obtained by averaging the
norm of the difference over 10,000 random generations Of
users and channels. The figure confirms the convergence of
the proposed algorithm. '

For performance comparison, we apply the PC with-
out beamforming and ZF-based beamforming discussed in
[1], as well as the simple full power (FP) transmission with-
out PC or beamforming. The cumulative distribution func-~
tions (CDF) of the achieved minimum SINR for 4 different
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Fig.3( Minimum SINR distributions with reference SNR of (a) OdB, (b)
10dB, and (c) 20dB.

schemes are compared in Fig. 3 using the repeated simula-
tions. The result shows that the proposed algorithm based on
multi-user MMSE beamforming with SINR balancing opti-
mization outperforms all existing schemes. The gain is es-
pecially significant at low reference SNR values, for which
the advantage of MMSE over ZF is known to be more sig-
nificant.

S. Conclusion

We investigated a multi-user beamforming strategy which
enhances the signal quality of all users by using geographi-
cally distributed antennas. The objective of maximizing the
SINR of all users to the equivalent level is formulated as an
optimization problem, and an iterative algorithm to obtain
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the solution is presented using the beamforming duality. The
MMSE based SINR balancing algorithm is shown to out-
perform existing schemes including the ZF-based scheme,
achieving a considerable amount of gain in SINR.
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Appendix

The primal problem is reformulated into the Lagrangian re-
laxation form

(A· 1)

To investigate the zero derivative of the Karush-Kuhn-
Turker (KKT) conditions, we take the gradient of L with
respect to Vk as

(A· 2)

After some algebra, we obtain an expression for Vk as

(A· 3)

We also define

(A· 4)

and

,', (A· 5)

By substitutingvk = Wk Y8k into (A· 1), we have
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(A·6)

When Ok is interpreted as the Lagrangian multiplier of

{
K }H Ak H HW -hkh - ~ A.-h·h - Q Wk < 0k k Ulll -,

Y j#

(A-7)

(A- 6) can be represented as following problem.

(A- 8)

(A· 9)

Next,with another design variable /1, the above problem can
be rewritten as

maxmin y + tr(Q<D) - /1
J1 AbQ

(A-1O)

(A- 11)

KI Ak(T2 ~ /1,
k=1

and Q "'= O.
)

Finally, by substituting ,utr(<D) f- /1, /1Q f- Q, and
/1Ak f- Ak, the problem is represented as

max min y + /1(tr(Q<D) - tr(<D))
J1 AbQ

(A- 12)

K ,,' -.. ~J

I A~(T2 ~ tr(<D), (A- 14)
k=1

and Q "'= O.

Here, the maximization over /1 is combined into the mini-
mization over Q with the constraint tr(Q<D) - tr(<D) ~ O.
Also, the reversal of the set of SINR constraints and the re-
versal of the minimization over Ak with fixed Q do not affect
the optimal solution. Therefore, the dual problem is derived.


