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Abstract— The 2-D discrete cosine transform (DCT) is an
integral part of video and image processing;it is usedin both
the JPEG and MPEG encoding standards. As streaming video
is brought to mobile devices, it becomesimportant that it is
possibleto calculate the DCT in an enemgy-efficient manner. In
this paper, we presenta new algorithm and processingelement
(PE) architecture for computing the DCT with a linear array of
PEs. This designis optimized for enemy efficiency. We analyze
the energy, area, and latency tradeoffs available with this design
and then compare its energy dissipation, area, and latency to
those of Xilinx’ s optimized IP core.

Index Terms— DCT, enemgy efficiency, performance modeling

I. INTRODUCTION

The wirelessindustry is moving toward adding streaming
video capabilitiesto mobile devices. Suchcapabilitiesrequire
that the devices possesa great deal of processingpower.
Additionally, astheir batteriesonly provide a limited amount
of enegy, mobile devices operatein an enegy-constrained
ervironment.lt is evident, then,that high throughputand low
latengy arenot the only concerndn this applicationarea.lt is
also necessaryhat the imageprocessings enegy efficient.

FPGAsare an option for streamingvideo aswell asimage
processingn general The regular structureof FPGAsis well-
suitedto the regular natureof the computationsn imagepro-
cessingapplications.Furtherbenefitsare derived from taking
adwantageof hard IP, such as multipliers or multiply-and-
accumulateblocks, that FPGA vendorsare now embedding
into the FPGA [9], [10]. Thus, it is possibleto use FPGAs
for image processingasksthat requirelow lateng/ and high
throughput.However, as mentionedabove, enegy efficiency
is alsoan importantissuein imageprocessing.

Because FPGAs can provide the computational power
needed by mary applications that operate in enepgy-
constrainedervironments,enegy-efficient designfor FPGAs
is an emening field. However, there are currently no com-
mercially available FPGAsthatcombinemillions of gateswith
low-power features As a result,we designour algorithmsand
architectuiesfor enepy efficiency. Thesedesignswill remain
enegy-efiicient for the next generatiorof FPGAsthatinclude
low-power featuresithe algorithmscan simply be augmented
to utilize thesenew features.

In this paper we presentan enegy-efficient algorithmand
architecturefor the 2-D DCT. The 2-D DCT is an important
kernel in image processingas it is usedin the MPEG and
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H.263streamingvideo standardsaswell asthe JPEGstandard
for still images[]. We comparethe performanceestimatesor
the lateng, enepgy, and areaof our designto those of the
Xilinx IP core for 8 x 8 DCT in order to demonstratehe
efficiency of our design.

The remainderof this paperis organizedas follows. The
next sectionpresentsrelatedwork. Sectionlll describesthe
new algorithm and architecturefor 2-D DCT. Section IV
presentsoptimizationtechniquesusedin this design.In Sec-
tion V, we presentthe domain-specifianodelfor the design.
SectionVI describessome of the enegy, area,and lateng
tradeofs available with this architectureand algorithm for
computingthe DCT. SectionVIl comparesour designto the
Xilinx IP corefor 2-D DCT. Finally, SectionVIIl concludes
the work and presentdirectionsfor future work.

Il. RELATED WORK

Thereis muchwork relatedto both the DCT and enegy-
efficient mappingsof algorithmsonto FPGAs,thoughwe are
notawareof ary thatcombinethe two, asis donein this paper

In [4], a systolicarray architectureand algorithm for com-
puting the 2-D DCT is described.This architectureusesa
2-D mesh structure,which differs from our design.In our
design,we usea linear array ratherthan a 2-D mesh.Doing
sodecreasethe amountof interconnecthatis requiredby our
design.We have choserthis approachbecausenterconnecitn
FPGAscandissipatemuch enegy.

[1] and [8] each describeimplementationsof the DCT
algorithm on FPGAs. Each method is different from the
one employed in this paper [1] describesDCT computation
using polynomial transforms.It describesboth the method
for calculating DCTs using polynomial transform and an
FPGA datapathor doing so. As backgroundnformation,this
paperalsodescribesomputingthe DCT usingthe distributed
arithmetic technique.The distributed arithmetic techniqueis
featuredin [8]. A distributed arithmeticschemeas described
in [8] is usedin the Xilinx IP Core to which we compare
our results[9]. Thedistributedarithmeticapproacthperformsa
row-wise1-D DCT usingmultiple FIR filters andthencolumn-
wise 1-D DCT on the row results, requiring a transpose
memoryin-betweenOur designis significantlydifferentfrom
the approache# [1] and[8]. Our designusesneitherthe bit-
level input dataarbitrationcircuit for distributedarithmeticnor



the transposenemory We alsodo not follow the polynomial
trandform DCT calculation. Instead,we employ a modular
designthat usesp < n copiesof the PE in Figure 2 for the
computationof a 2-D DCT of ann x n matrix. The method
in which it doessois similar to performingtwo n x n matrix
multiplications.

[2] and[3] describeenegy-efficientdesignandperformance
modeling, respectiely, for FPGAs.[2] characterizesources
of enegy dissipationin FPGAsand presentgechniqueshat
canbe usedduringthe designof analgorithmandarchitecture
in orderto develop enegy-efficient designs We employ these
techniquesin the design of our algorithm and architecture
for the 2-D DCT (see SectionlV). [3] details the domain-
specificmodelingtechniquefor the performancemodelingof
algorithmsandarchitecturesnappedonto FPGAs.We usethis
techniquein the derivation of performanceestimatesor our
2-D DCT design(seeSectionV).

I1l. ENERGY-EFFICIENT ALGORITHM AND ARCHITECTURE
FOR THE 2-D DCT

The 1-D DCT of ann-elementvector B is computedas
n—1 o
Yy :ak;bicos (R(Q@+1)k> k=0,....n—1 (1)

wherethe b; arethen elementof B anda;, = \/LE fork=0

and \/% otherwise.
Let X be aninput n x n matrix. Corventionally the 2-D

DCT is computedby therow-columnapproachn whicha 1-D
DCT of eachof the rows of X is computedanda 1-D DCT
is then computedon the eachof the columnsof the result.
This approachis equivalentto finding the result of the DCT
to be Z in Equation2 whereC' denoteghe coeficient matrix,
shovn belov for an 8 x 8 DCT. In the coeficient matrix,
Cy, = cos (22) k= 0,...,n—1. It is importantto notethat
thereareonly eightdistinctmagnitudesn C'. Thatis, ignoring
the sign of the entry, thereareonly eightdistinctvaluesstored
in the coeficient matrix. Further in a given row, the entry in
thefirst columnhasthe samemagnitudeasthatin the last, the
entryin the secondcolumnhasthe samemagnitudeasthatin
the second-to-lastand so on in toward the middle columns.
We exploit this propertyin our algorithm,aswill becomeclear
below.

zZ=cxcT 2
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In our design,we use a linear array of PEsto compute
Z. The input datafor the linear array can be storedin on-
chip memory or off-chip memory In this paper we do not
considerthe memory cost of storing the input or the output,
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though we do considerthe cost of storing and reading the

intermediateresults.A diagramof an off-chip linear array is

shavn in Figure 1. The PEsthat constitutethe linear array
areshown in Figure 2. The DCT is calculatedin two phases:
the first phasecomputesD = XC7 andthe secondcomputes
Z =CD.

A. Phasel

In Phasel of the algorithm,the entriesfrom X areinputin
a modified row-major ordet Thefirst input is from columnO,
thenext from columnn —1, thencolumn1, columnn — 2, and
soon, towardsthe middle of therow. For example,for an8x 8
DCT, theorderof theinput of thesecondow of X will bezxq,
17, 11, 16, 12, L15, 13, L14- This input patternfacilitates
the exploitation of the patternin the coeficient matrix that
is describedabove. For example,whenthe secondrow of X
is multiplied with the secondcolumnof CT in PE;, z;3 and
x14 are both multiplied by C7, though C7 is negatedwhen
multiplied with z14. In our algorithm,ratherthanstoringboth
positive and negative C; and performingtwo multiplications
(onewith z;3 and onewith xz14), 13 is addedto —z;4 and
the resultis multiplied by positve C; (z13C7 + z14(—C%) =
(z13—14)C7r). This methodreduceghe numberof coeficient
memoryaccesseandthe numberof multiplies by a factor of
2. A linear of array of the PEsshown in Figure 2 computes
the productD = XC7 in this fashion.

Each PE; computesthe jth column of the intermediate
matrix D. The coeficient memory in each PE storesthe
magnitudesof the unique coeficients in C. During Phase
1, multiplexers M1 and M2 both selectinput line 0. Input
from X entersthe PE throughlOL1 andis storedin register
R1 every clock cycle. Datain R1 is passedo the next PE
through IOR1. Additionally, after being storedinto R1, data
is alternatelywritten into registersR2 and R3 (first R2, then
R3, thenR2, andso). Every other clock cycle, the datain R2
andR3 are negatedif necessaryaddedtogetherandstoredin
R4. On the clock cycle following its storageinto R4, the data
now in R4 is multiplied with the appropriatecoeficient from
the coeficient memory(this coeficientis storedin R7 on the
sameclock cycle that datais storedin R4). The productof
this multiplication is storedin R5. R6 is usedto accumulate
successie productsuntil a complete intermediatevalue is
storedin R6. At this point, the datain R6 is written into the
datamemoryandR6 is cleared Whenan entirecolumnof the
intermediatematrix D hasbeencomputedn this fashion,the
algorithm switchesto Phase?.

B. Phase2

Phase2 computeghe matrix productZ = CD to finish the
2-D DCT computationThis phaseperformsalmostidentically
to Phasel. PE; computescolumn j of the Z matrix.
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Fig. 2. PE; of thearrayfor DCT computation

In this phase,ratherthan taking input from outside,each
PE usesthe intermediatedata storedin the data RAM for
the computation.Thus, M2 selectsinput line 1. A further
differenceis that the data accumulatedn R6 is not stored
in the dataRAM. Instead.,it is written into R1. On the cycle
of writing to R1, M1 selectsinput line 1. During the rest of
thecycles,M1 selectdnputline 0. Thisis sothatthereis path
throughthe linear array that allows the output of completed
entries of the result matrix Z to be output from the array
through the final PE. The outputting of finished entries is
sequencedso that no entries are overwritten someavhere in
the array To achieve this, the datafrom PE;_; is written into
R1 of PE; onecycle beforethe datain R6 of PE; is written
into R1 of PE;. Additionally, thefirst datato leave the arrayis
that of thelast PE in the array Thus,the dataleavesthe array
in a sortof reverserow-major order For example,in an8 x 8
DCT, the first output of the linear array is zy7, followed by
2o, andsoon, until z7q is finally output.Oncethe first entry
leavesthe array a new entry leavesthe array on every clock
cycle until all n? entriesof Z have left thearray At this point,
the PE cango backto Phasel and computeanotherDCT.

IV. OPTIMIZING ENERGY PERFORMANCE

To optimize the enegy performanceof our design, we
employ sereral enegy-efficient design techniques[2]. One
suchtechniqueis architectue selection FPGAsgive the de-
signerthe freedomto mapalmostary architecturehe chooses
onto hardware. Different architectureshave varying enegy
performancesaswell aslatenciesthroughputsand areas.In
our DCT design,we have chosena linear array of processing
elementsln FPGAs,long interconnectslissipatea greatdeal
of power[9. Therefore,it is beneficial in enegy-efficient
designgo minimizethe numberof long interconnectsA linear
array of PEsaccomplisheshis goal. Eachprocessinglement
only communicatesvith its nearesneighborsminimizing the
useof long wires.

Additionally, the linear array architecturefacilitatesthe use
of two more techniques:parallel processingand pipelining.
Both parallel processingand pipelining decreasehe effective
lateng of a design.Parallel processingloesso by increasing

theamountof resourcesvhile pipeliningdoessoby increasing
the resourceutilization. Enegy is the productof latengy and
averagepower dissipation.So, by decreasingffective lateng,

both techniquesanleadto lower enegy dissipation.Further

the reducedlateny reducesthe amountof enegy dissipated
due to quiescentpower dissipationduring the computation.
Sucha reductionis importantin SRAM-basedFPGAS, such
as the Xilinx Virtex-Il, which have a high quiescentpower
dissipation.Parallel processingand pipelining do, however,

have a drawback: they can also lead to increasedpower
dissipationbecausemore computationand storageunits are
active at a given time. This increasedpower dissipationcan
have an effect detrimentalto enegy efficiency. The designer
muststrike a balancebetweenlow lateng and high power in

orderto achieve low enegy. In our design,eachof the PEs
in the linear array computesone column of the Z matrix in

Equation2. Thus, minus somelateng for moving datainto

the array eachof the PEsis working in parallelto compute
the intermediateand result matrices. Within each PE, the
calculationsare pipelined. Each phaseof the algorithm has
several stageslike adding, multiplication, accumulation.The
datais pipelinedfrom one stageto the next.

Anothertechniquethat we useto our advantageis choosing
the appropriate bindings In an FPGA, there can be mary
possible mappingsof computationand storageelementsto
the actual hardware. For example, in the Xilinx Virtex-Il,
storagecan be implementedas registers,distributed memory
or embeddedblock RAM. Each of thesetypes of storage
dissipatesa different amount of enegy and can lead to
implementeddesignswith widely varied enegy dissipations.
Choosingthe appropriatestoragebinding, therefore,is crucial
to enepgy-efficient design. Similar decisionscan be made
for other elementsof the design,such as choosingbetween
embeddednultipliers or configuredmultipliers. In our design,
we choosedistributed memory for the coeficient and data
memoriesand we chooseembeddednultipliers.

Finally, and possiblymostimportantly the algorithm itself
canbedesignedor enegy efficiency Theenengy dissipatedy
a given componenis proportionalto the switching frequeny
of that componentIn the algorithm design,it is possibleto
reducethe switching frequeng of the hot componentsThe
hot componentsare thosewhich dissipatea large portion of
the total enegy. For our design,the hot componentsare the
multipliers, memory and registers.As a result, our design,
as describedin Section Ill, has been designedto reduce
the number of accessedo each of thesecomponents.The
modified row-major order in which the inputs enterthe PE
is an example of this. By changingthe input order, we are
able to add two inputs togetherbefore multiplication, rather
than multiplying with eachinput and then adding. In this
manney we reducethe amountof multiplications by 50%.
We also reduce the number of accessedo the coeficient
memoryandthe numberof writesto registerR7. Additionally,
storingonly the absolutevaluesof the coeficientsreduceshe
algorithm’s storagerequiremenandthusits power dissipation.
This reductionin power dissipation does not increasethe



latengy, so it resultsdirectly in enegy savings. Furtherstudy
of the characteristicof the coeficient matrix shovs that all
entriesof row O areidentical,as are all the entriesof row 4.
This factcanbe usedto further reducethe numberof accesses
to the coeficient memory In fact, it is possibleto reducethe
numberof read accesseso the coeficient memoryto % of
thosethat are necessaryn a directimplementatiorof the 2-D
DCT basedon the defining equation(Equationl).

In orderto evaluatewhetheror notthesetechniquehave led
to an efficient designin this case we emplgy domain-specific
modeling.Thistechniqueallows usto do this evaluationbefore
investing time in implementingthe design and performing
time-consuminglow-level simulations.

V. DOMAIN-SPECIFIC ENERGY MODEL

To createthis design,we have employed domain-specific
modeling(for a thoroughdescriptionof domain-specifienod-
eling, see[3]). Domain-specificmodelingis a hybrid (top-
down plus bottom-up)approacho performancanodelingthat
allows the designerto rapidly evaluate candidatealgorithms
and architecturesn order to determinethe designthat best
meetshis criteria. Using this technique,we developed and
evaluatedseveral designsfinally settlingon that which is the
most enegy-efficient.

In domain-specifienodeling,an architecturds divided into
relocatablemodulegRModules)andinterconnectsRModules
are hardware elementsthat are assumedto dissipate the
sameamountof power no matterwherethey areinstantiated
on the chip and Interconnectsare the wires connectingthe
RModules.Fromthe algorithm, the designetknows whenand
for how long eachRModuleis active. With this knowledge the
designercan calculatethe lateng of the design.Additionally,
with estimatesfor the power dissipatedby each RModule
and the Interconnect,the designercan estimatethe enegy
dissipatedy thedesign Finally, if thedesigneknowsthearea
requiredby eachRModule, he can estimatethe areathat will
be occupiedby the design.Deriving the equationgo estimate
enegy, area,and lateng is the top-davn portion of domain-
specificmodelingbecausét requiresthatthe designeranalyze
the algorithm and architecture Finding the constantdor the
enegy andareaequationds the bottom-upportion becauset
requiresthatthe designemperformlow-level simulationsof the
RModulesandInterconnectso obtainconstantgor the model.
Theseconstantgyive the power dissipationof eachcomponent
for a given operatingfrequeng andswitchingactvity aswell
asthe areaof eachcomponentNote that the samesimulation
datafor an RModule can be usedin the evaluationof mary
differentdesignsandthatsimulatingan RModuleis muchless
time-consuminghat simulatingan entire design.

In our design,the RModulesare multipliers, adders multi-
plexers,RAM, andregisters.The majority of the Interconnect
costsare capturedin the simulation of the RModulesso we
do not considerary Interconnectseparately

In the model describedbelow, the n x n DCT is computed
usingp < n PEs.We assumehatn is divisible by p. EachPE
calculatesg columnsof the intermediateand final matrices.

A. LatencyEstimation

Theequatiorfor thelatengy canbe determinedy analyzing
each phase of our algorithm and the PE. In Phasel, 6
cycles are requiredfor the first datato be storedin R6. Per
intermediateresult, thereare 3 writes into R6. After a write,
R6 is idle for onecycle andis written into on the cycle after
that. Thus, it takes6 + 5(2) — 1 = n + 5 cyclesfor the first
entry to be completedn R6 andwritten into the dataSRAM.
Each PE calculatesn such entriesfor each column of the
intermediatematrix thatit computesHowever, for all but the
first entry calculatedthe pipeline of registersis full andthus
only (2) cyclesarerequiredto computean entry and write
it into the RAM. Thus, one entry for the first intermediate
column calculatedby a PE in Phasel requiresn + 5 cycles
to be computedwhile the othern — 1 entriesin that column
requireZ(2) cyclesto be computedTherefore the lateng for
computingone intermediatecolumnin Phasel is n? + 5

Whenp < n, therearetwo modesin which the algorithm
canoperateln thefirst, it computesall theintermediateesults
in Phasel andstoreghem.This modewill bereferredto asthe
nonalternatingnodeandits lateng will be denotedas Ly onais -
In the second mode, each PE computesone intermediate
columnin Phasel, then computesa result columnin Phase
2, then computesanotherintermediatecolumn in Phasel,
and so on. This will be referredto as the alternatingmode
andits lateny will be denotedas L,;. In the nonalternating
mode,the pipelineinside the linear array remainsfull, sothe
lateny for Phasel is 2 (n?) + 5. In the alternatingmode,
the pipelinemustbe refilled every time Phasel begins, sothe
total combinedlateny for all the Phasedl is 2 (n* + 5).

Phase2 requiresthe same steps as Phasel, only the
inputs are the intermediateresults rather than the matrix to
be transformed.Thus, the Phase2 lateng equationsare the
sameasthosefor Phasel.

Regardlessof mode, computationin Phasel does not
overlap with computationin Phase2. Consequentlythe sum
of Ly and Ly, for eachmodeis the total lateng for one PE
in the calculationof the DCT. The last PE in the linear array
is p—1 cyclesbehindthefirst PE,soa delayof p—1 mustbe
addedto the total lateng. Beyond this delay thereis another
p— 1 cycle delayfor the outputfrom the first PE to be output
at the end of the array In nonalternatingmode,thesedelays
only happenonce.In alternatingmode, thesedelayshappen
for every Phasel-Phase2 pair. Combining this information
and the latenciesfor each phaseinto an equationfor each

modeand simplifying, we find that the total latenciesare
3

Luonatt = 2 (%) +2p+8 ®)

Loy = % (2n° + 2p + 8) (4)

B. Enegy Estimation

To estimatehe enegy dissipationof our designwe analyze
the algorithmto determinethe actiity of eachof the compo-
nentsin eachPE. This analysiswill give us the duration of
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Fig. 3. PE; of the arrayfor DCT computation.Registersthat are part of
other componentsare shavn with dashedines for borders.

time that eachcomponents active. Multiplying this time by
the power dissipationof eachcomponengivesthe estimatefor
the enegy dissipation.The power dissipationof eachtype of
componentasbeendeterminedhroughlow-level simulation.
The SRAM, multiplexers,andaddersveresimulatedashaving
nonrayisterednputsandregisteredoutputs.Thus,someof the
registersshavn in Figure 2 do not needto be includedin the
estimationtheir valuesareencompassebly othercomponents.
Figure 3 shows those registers that will not be included
separatelyin the enegy dissipationcomputationsas having
dashedratherthansolid, lines for their borders.

The sameamountof computationis done by each com-
ponentwhetherthe alternatingmode or nonalternatingnode
is used.The only differenceis the power dissipationof the
memory: in the nonalternatingmethod a larger amount of
memoryis requiredin eachPE thanin the alternatingmethod
becauseall the intermediateresults from Phasel must be
storedbeforeary areoperatedon in Phase?; larger memories
have higher power dissipations.

1) Phase 1: In Phasel of our algorithm, the adders,
multiplier, register R5, and coeficient RAM are accessed
once every two cycles. A total of n? inputs are operated
on per intermediatecolumn produchdby eachPE. So each
of these componentsis actve Z- times per intermediate
column.Regardlessof the numberof PEs,the total numberof
intermediatecolumnsproducedmustbe n becauseherearen
columnsin the completeintermediatematrix. So the adders,
multiplier, register R5, and coeficient RAM are eachactive
for atotal over all PEsover all Phasedl of "73 cycles.

Eachtime a PE calculatesanintermediatecolumn,it needs
to readin all n? entriesin the original matrix. Thus, the
sourcematrix must be input to PE, 2 times. M1 and M2
are, therefore,eachactive for n? cyclesover all PEsover all
Phase®.

All the entriesof the intermediatematrix must be written
into dataSRAM. Thetotal numberof SRAM writes,regardless
of the numberof PEs,is, therefore n?.

Combining all this information into one enegy equation,
we find that

1
El = ’rL3 |:§ (2Padd + Pmult + P’reg + PCRAMlp)

+ 2Pmuz + % (PI):| + n2PdRAM1p (5)
WherePadda Pruit, Pz, Pregv PCRAMlpv PdRAMlpa andPI
are the power constantsfor an adder/subtractea multiplier,
a multiplexer, a register a 1 port coeficient RAM, a 1 port
dataRAM, andinputting 8-bit data,respectiely.

2) Phase?2: In Phase2, the actiity of the adders,multi-
plier, register R5, the coeficient SRAM, and multiplexer M2
is the sameas in Phasel. Thereis no writing to the data
SRAM but insteadone elementis read from it every cycle.
Regardlessof the numberof PEs, a total of n® readsfrom
data SRAM must occur: eachresult entry requiresn reads
andtherearea total of n2 entriesin the resuilt.

In this phase,multiplexer M1 in PE; is active when the
output from PE;_; is passednto PE; asit is being output
from the array and when the datain R6 in PE; is to be
written to PE;;1. Thus,M1 in PE; is active n(j + 1) cycles
for eachcolumn of the outputthatit computesSo, the total
over all PEsover all Phase® that multiplexer M1 is active is

n (%) (@) cycles.
Additionally, we mustaccountfor the factthata total of n?

elementsare outputfrom the array We thus estimatethat the
total enepgy dissipationin Phase2 is

1
E, = n3 |:§ (2Padd + Pmult + Preg + PcRAMlp) + Pmuz

n’(p+1)

where Py is the power for outputting8-bit dataandthe other
constantsare as describedabove.

3) Total: SummingE; and E» givesthe calculationenegy
dissipation. To get the total enegy dissipation,the enegy

dissipationdueto quiescenipower dissipationmustbe added
to that sum. Thus, the total enepy is

E=FE +E +LP,

+ Paramip) + n*Po + (

(7
whereL is the lateny calculatedby Equation3 or 4 and Py
is the quiescentpower dissipationof the device.

C. Area Estimation

The areaof thosecomponentsvith dashedines for borders
in Figure3 areencompassedithin the areasof othercompo-
nents.Thus,the areaof the PE canbe estimatedrom the area
of oneregister, two single port RAMs of appropriatesize,two
2-to-1 multiplexers,two addersand onemultiplier. It follows
that the estimatedareafor p PEsis

A=p(Areg + Acramip + Aaramip + 2Amue
+ 2Aadd + Amult) (8)

WhereArega AdRAMlpv AcRAMlpa Amuza Aaddv and Amult
arethe areasof aregister a singleport RAM to hold the data,
a single port RAM to hold the coeficients, a multiplexer, an
adder/subtracteand a multiplier, respectiely.



VALUES FOR THE CONSTANTSIN THE ENERGY ESTIMATION EQUATION

TABLE |

VALUES FOR THE CO

Constant Size Powver(mw)

Preg 8 bits T.41

PRAMlp_lﬁ width=8 bitS, depth=16 1.85

PRAMlp_gz width=8 bitS, depth=32 5.58

PRAM1p764 width=8 bitS, depth=64 6.45

Prue 8 bits 1.85

P4 8 bits 1.85

Pruit 8 bits 10.56

Pr 8 bits 0.63

Po 8 bits 12.50

Po N/A 150
TABLE 1l

NSTANTSIN THE AREA ESTIMATION EQUATION

Constant Size Area (slices)
Areg 8 bits 4
Apamip—16 | Width=8 bits, depth=16 4
ARAM1P732 width=8 bitS, depth=32 16
ARAMlp—64 width=8 bitS, depth=64 16
Amum 8 bits 4
Agdd 8 bits 4
Amult 8 bits 16

VI. TRADEOFFS

In this section, we analyzethe tradeofs among enengy,
area,and lateng in this design.We will vary the numberof
processingelementsaswell asthe algorithmmode.We make
our comparisondor the 8 x 8 DCT becausehis is the most
commonsize of DCT: it is usedin both JPEG and MPEG
as well as other standardsFor the 8 x 8 DCT, the possible
numbersof PEsin the linear arrayare 1, 2, 4, and 8.

The equationgderived above areusedto analyzethe design.
Basedon the lateng equationgEquations3 and4), it is easy
to seethat for the samenumberof PEs, the nonalternating
modeof the algorithmwill leadto a lower lateng. However,
the nonalternatingmode requiresmore per PE storagethan
the alternatingmode. The larger memoryin the PEsin alter
natingmodeleadsto increasedpower dissipationfor memory
accessesaswell asincreasedarea.

Table | shavs the power dissipationvaluesfor the com-
ponentsin our designwhen mappedonto the Xilinx Virtex-
[I, running at 100 MHz. Note that in the Xilinx Virtex-Il,
the minimum-sizedmemoryholds 16 entries,so, eventhough
somedesigngrequirea memorywith only 8 entries,they must
useonewith 16. Tablell shavs the areasof the components
of our designwhenimplementedon the Virtex-Il [2].

Table Il presentsthe enegy, area,and lateny estimates
for designswith 1, 2, 4, and 8 PEsin both operatingmodes
when implementedon a Xilinx Virtex-1l operatingat 100
MHz. Additionally, it shavs the productof enepgy, area,and
time (EAT) where the enegies, areas,and times have been
normalizedto thoseof the 8 PE, nonalternatingmode case.
For EAT, a lower valueis better

Table Ill shows that the 8 PE designis the fastest,most
enegy-efiicient, and has the lowest EAT despiteusing the
most area.This fact is largely due to the low lateng of the
8 PE design and the high quiescentpower of the Virtex-
Il. Faster computationof the DCT reducesthe amount of

enegy dissipateddue to quiescentpower dissipation. The
guiescentpower dissipationis very high comparedto the
power dissipationsof the componentsin the design.As a
result, a fastdesignhassignificantly lower enegy dissipation
thanthe slower designsThe areasavings of the slower designs
cannot overcomethe dual benefitsof low lateny and low
enegy dissipationin the 8 PE design.If implementedon an
FPGAwith low quiescenipower, suchasthe Actel ProASIC,
the resultmay be different. On suchan FPGA, the areamay
play a greaterrole in the EAT computation.

Also of interestis that for designswith 8 PEsand 4 PEs,
the nonalternatingmode designhas a lower EAT while for
designswith 2 PEsor 1 PE, the alternatingmodehasa lower
EAT. In all casesthe nonalternatingnode haslower enegy
and lateng. But, for the 1 and 2 PE cases the size of the
memoryin eachof the PEsin nonalternatingnodeincreases.
This increasein memorysize reduceshe comparatie enegy
saszings of nonalternatingnode and increaseghe area.As a
result,the alternatingmodedesignsperformbetterin termsof
EAT.

VIl. PERFORMANCE COMPARISON
A. ExperimentalSetup

We now comparethe high-level estimatesfor the lateng,
enegy dissipation,and areaof our designwith the lateng,
area,and enegy dissipationof the highly optimized Xilinx
IP Corefor the 2-D DCT. For eachdesign,we assumeB-bit
precisionanda 100 MHz clock frequeng. For our design,we
usethe equationsand tablesfrom SectionsV andVI.

For the Xilinx IP Core,we implementedand simulatedthe
designto obtainresultsfor comparisonFirst, we usedthe Xil-
inx CoreGeneratofunlessstatedotherwise all tools arefrom
Xilinx ISE 4.2i). We then synthesizedand placedand routed
thedesignusingXilinx XST andPAR, respectiely. Theresult
wasa .ncdfile. The .ncdfile wascorvertedto back-annotated
VHDL andsimulatedusingMentor GraphicsModelSim5.6h
The testbenchinput to the simulation consistedof randomly
generateddatafrom a uniform distribution. The input had a
switching actiity of 50%. The simulationoutputsa .vcd file.
The .vcd and .ncd files were input to Xilinx XPower where
the power dissipatedby the designwas estimated.

B. Results

For comparisonwe againusethe 8 x 8 DCT. Sincethe 8
PE versionof our designis the mostefficient, we choosethat
onefor comparisorwith the Xilinx design.

Figures4 and5 show the lateng and enegy, respectiely,
for our designandthe Xilinx IP Core.In eachfigure,we make
two comparisonsWe first comparethe performancefor one
8 x 8 DCT. In this case,our designhasa lower lateng and
dissipatedessenegy thanthe Xilinx design.Our designgives
a modestspeed-upof 1.1 timesbut lowersenegy dissipation
by an estimated320 nJ.

The secondcomparisonis of the averagelateng per DCT
and averageenegy per DCT for eachdesignin computing
ten 8 x 8 DCTsin a row. Notice that the lateny and enegy



TABLE I
ENERGY, AREA, LATENCY, AND EAT

NonalternatingMode Alternating Mode
No.PEs|| E(nJ) | A (slices)| T (us) | EAT || E(nJ) | A (slices)| T (us) | EAT
8| 37051 352| 1.52| 1.00| 370.51 352| 1.52| 1.00
4 || 548.54 176 | 2.72| 1.32|| 572.54 176 | 2.88| 1.46
2 | 947.65 112| 5.24| 2.81| 980.16 88| 5.60| 2.44
1| 1718.68 56 | 10.34| 5.02 || 1797.18 44 | 11.04| 4.40
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dissipationof the Xilinx designbothdropdramatically In fact,
thelateng of the Xilinx designdropsbelow thatof our design,
thoughoursstill dissipatedessenegy. The reasonthe Xilinx

IP Core’s valuesdropis thatthe IP Coreis a pipelineddesign.
So, the initial costsare amortizedasit computessuccessie
DCTs. Due to the pipelining, the IP Core hasa throughputof
one 8 x 8 DCT per 64 clock cycles. Notice that our designs
valuesdo not changefrom the single DCT case.This lack of
changeis dueto the fact that our designis not pipelinedfor

multiple DCTs. Thus, it takes the sameamountof time and
enegy to computeeachDCT of 10 in a row asit would to
computethem eachindividually.

Using Equation8, we estimatethat the areaof our design
is 352 slices.The placeandroutereportfor the Xilinx design
tells us that the areaof that designis 1001 slices.Our design
is a clearimprovementin termsof area.

VIIl. CONCLUSION AND FUTURE WORK

Usingdomain-specifienodelingandenegy-efiicientdesign
techniqueswe have developedan algorithm and architecture

for the 2-D DCT using FPGAs. Our estimatesshov that
our designis more enegy-efficient thanthe highly optimized
Xilinx 1P core.

Thereare mary directionsfor future work. We are devel-
oping a high-throughputversionof our design.In this design,
the computationof Phase of DCT i is overlappedwvith Phase
1 of DCT ¢ + 1. The computationcanbe overlappedby using
the cyclesin which the addersand multiplier areidle in the
currentdesign. This designappearspromising, but we must
ensureghatthe addedresourcesndresourcautilization do not
drasticallyincreaseits power dissipationand correspondingly
decreasaéts enegy efficiency.

Anotherfuture directionis to studythe effectsof precision
on the design.We can study both accurag of the resultsand
the effect of precisionon enegy dissipation.
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